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Abstract5

Let A be an m×m square matrix with nonnegative entries and let F (A) denote the number of6

positive entries in A. We consider the adjacency matrix A with a corresponding digraph with7

m vertices. F (A) corresponds to the number of directed edges in the corresponding digraph.8

We consider conditions on A to make the sequence {F (An)}∞n=1 monotonic. Monotonicity is9

known for F (A) ≤ 4 (except for 3 non-monotonic cases) or F (A) ≥ m2 − 2m + 2; we extend10

this to F (A) = 5.11
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1 Introduction16

Nonnegative matrices are matrices with nonnegative real entries. Nonnegative matrices are valuable17

to study as they can be applied to fields such as probability, economics, and combinatorics (see [1]).18

We define F to be a function from the nonnegative square matrices to the integers that counts the19

number of positive entries in nonnegative square matrices. Then for any nonnegative matrix A, we20

can classify the sequence {F (An)}∞n=1 as non-monotonic, monotonically increasing, monotonically21

decreasing, or constant.22

+ 0 1
0 0 1
1 1 1

× 0 1
0 0 0
1 0 1

It is clear to see that the value of each positive matrix value does23

not give any greater insight into the question of monotonicity. Thus,24

we can define our matrices to be of Boolean propositions as defined25

in [4]. These propositions can be one of two elements, unity and zero,26

with the operations presented to the right for reference.27

For brevity, we can call these square matrices of Boolean proposi-28

tions 0-1 matrices. There is a correspondence between a directed graph and a 0-1 matrix, known29

as an ”adjacency matrix”. It is common to observe adjacency matrices of digraphs (see [8]), with30

adjacency matrices already conforming to the Boolean propositions seen in 0-1 matrices. Adjacency31

matrices have many applications, examples including when studying strongly regular graphs and32
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two-graphs (see [7]). Another application of the adjacency matrices we are studying is that adja-33

cency matrices of strongly connected graphs are irreducible, and so the Perron-Frobenius Theorem34

can be related to these matrices (see [3]).35
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0 0 1 0
1 0 0 1
0 1 1 1
0 1 0 0


An adjacency matrix has a 1 in its ith row and jth column if36

there is a directed edge from vertex i to vertex j. Since we are37

examining adjacency matrices that are 0-1 matrices, we need38

not consider digraphs with repeated edges from one vertex to39

another. To the left is an example of this correspondence.40

We note that the (i, j) entry of an adjacency matrix Ak shows41

whether or not there is at least 1 directed path of length k from42

vertex i to vertex j (if more than one path of length k exists, the adjacency matrix entry is unity43

regardless). So, we have that F (Ak) is equal to the number of edges in the digraph corresponding to44

the adjacency matrix Ak. Then, we can instead observe the number of directed edges in a digraph45

composed with itself k times instead of directly computing Ak and counting the number of positive46

entries. Thus, we only need examine directed graphs with 5 edges (no repeated edges) and verify47

whether the number of edges as the digraph is composed with itself repeatedly is monotonic or not.48

We note that adjacency matrices of undirected graphs are symmetric, but as our goal is to study49

nonnegative square matrices, it is more useful to study the adjacency matrices of directed graphs50

that may or may not be symmetric.51

In a brief digression, we note how if we have a digraph that has disjoint parts, then we can52

observe this corresponds to a block diagonal adjacency matrix, denote it B. As we find Bk for any53

k ∈ N, we note that the entries in each block do not affect the entries in another block. As such,54

each of the digraph’s disjoint parts, which correspond to a block in B, will never develop edges55

that connect the disjoint parts for any Bk. This means if we have that each of the disjoint parts of56

the digraph, corresponding to blocks, have a monotonically increasing number of edges, then the57

adjacency matrix B will be monotonically increasing. We reach a similar conclusion if the parts of58

the digraphs all have a monotonically decreasing number of edges. So if we have a digraph case with59

disjoint parts that are all monotonically increasing/decreasing we can easily determine the whole60

digraph to be monotonic and not include it in our list of cases in this paper’s Section 3. However,61

if we have a digraph case with disjoint parts that have some being monotonically increasing and62

others being monotonically decreasing, then we include these cases in our work as we can reach no63

such conclusion.64
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In [2] and [9]; Xie, Brower, and Pono-65

marenko proved that for any m×m 0-1 matrix66

A, if F (A) ≤ 4 or F (A) ≥ m2 − 2m + 2 then67

the sequence {F (An)}∞n=1 is monotonic, except68

for 3 non-monotonic cases. To the right are the69

only non-monotonic cases.70

Our results allow us to conclude that all 0-1 matrices A, with F (A) = 5, are monotonic, except71

for the following cases shown below. Dotted edges demonstrate that some of these non-monotonic72

cases for F (A) = 5 have subsets that form a non-monotonic case from previous work.73

74

2





a

��

// c eoo

b

OO

doo

a

��

coo eee

b

OO

// d

a

��

// c eoo

b

OO

d

__ a

�� ��

coo // e

b

OO

d

a //

��

boo e

c

OO

d

@@

a

��

coo // e

b

OO

// d

a

��

// ::c e

b

OO

doo

a

��

// c eEE

b

OO

doo

a

��

// c e

��
b

OO

doo f

a //

��

boo

c

OO

d
��

a

��

// 55c e

b

OO

d

__ a

��

// c eii

b

OO

d

__ a

��

// c e YY

b

OO

d

__ a

��

// c e

��
b

OO

d

^^

f

a

��

//

��

boo

c

OO

d

a // b

��

// d

c

OO

e

^^ a YY // b //

��

c

d

@@

e

a YY boo

��

coo

d e

^^ a

��

// b

�� ��
c d

OO a //

��

boo

c

OO

d

^^

a // b

�� ��
d

OO

c

^^

e

a

��

// b

��
d c

^^

e

^^ a boo // c

d

AA

e

OO

f

^^ a // b

�� �� ��

coo

d e f



75

In the second section, we establish some important terminology and theorems that will be useful76

in proving the monotonicity of the number of positive entries in nonnegative five element matrix77

powers.78

2 Theorems79
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To begin, consider the digraph and corresponding adjacency matrix80

A to the left. We have F (A) = 3, and through direct calculation we81

have that the sequence {F (Ak)}∞k=2 = 2. Now, let us consider AT .82

Similarly, we have through direct calculation that F (AT ) = 3 and83

{F ((AT )k)}∞k=2 = 2. We also observe that graphically, the digraph84

corresponding to A has the direction of its directed edges switched85

when finding the digraph corresponding to AT . With this in mind,86

we want to prove that for any k ∈ N, F (Ak) = F ((AT )k) when con-87

sidering adjacency matrices. This would mean that if we can prove,88

either through calculation or a theorem later in this paper, that a89

certain kind of digraph corresponding to an adjacency matrix has the sequence {F (Ak)}∞k=1 being90

monotonic, then we can say the digraphs where the direction of the directed edges are reversed are91

also monotonic. The following theorem proves just that.92

Theorem 2.1. Let A be a square 0-1 matrix. Then ∀k ∈ N, F (Ak) = F ((AT )k).93

Proof. Suppose we have a square 0-1 matrix A. Letting k ∈ N, we first inductively prove (Ak)T =94

(AT )k. (Base case) Suppose k = 1. We have (A1)T = AT = (AT )1, as desired. (Inductive case).95

Assume (Ak)T = (AT )k. We have (Ak+1)T = (AkA)T = AT (Ak)T = AT (AT )k = (AT )k+1, as desired.96

Now consider Ak. Let F (Ak) = p, where p ∈ N0. Finding (Ak)T , we have that F ((Ak)T ) will97
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also equal p. Then, by applying the previous finding, we have F (Ak) = F ((Ak)T ) = F ((AT )k), as98

desired.99

We provide the definition below to provide a shorthand when discussing a digraph corresponding100

to an adjacency matrix.101

Definition 2.2. Suppose A is an adjacency matrix corresponding to a digraph. We call this corre-102

sponding digraph the adjacency digraph of A, and denote it DA.103
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We now define in-forests and out-forests as they will be observed104

in subsequent theorems. To the left is an example of an out-forest105

with two connected components (i.e. out-trees).106

Definition 2.3. A rooted tree is a tree that has had a vertex assigned107

to be the root. A directed rooted tree is a rooted tree whose edges108

are assigned an orientation, either away from or towards the root.109

When a directed rooted tree has an orientation away from the root, we110

call this an out-tree. When a directed rooted tree has an orientation111

towards the root, we call this an in-tree. We call a disjoint collection112

of out-trees (similarly in-trees) an out-forest (similarly an in-forest).113

Each connected component of an out-forest (similarly an in-forest) is114

an out-tree (similarly an in-tree).115

The theorems below will together show if DA is an adjacency digraph that is an out-forest or116

an in-forest, then we have the sequence {F (Ak)}∞k=1 will be monotonically decreasing.117

Theorem 2.4. A forest with k trees, on n vertices, has exactly n− k edges.118

Proof. (Being a well-known theorem, we find it in most literature involving graph theory, see [5])119

Theorem 2.5. Let DA be an adjacency digraph that is an out-forest with n vertices and 1 connected120

component (i.e. an out-tree) Let p, k ∈ N. Then DAk will also be an out-forest with p connected121

components, and F (A) = n− 1 ≥ n− p = F (Ak).122

u0

!!

#+

u1
// um−1

##
um

// ... // uk−1 // c

w1
// wm−1

;;

w0

==

3;

(The proof refers to the digraph here: DA123

[Normal arrows], DAk [Thicker arrows])124

Proof. Let DA be an adjacency digraph that is125

an out-forest with n vertices and 1 connected126

component (i.e. an out-tree). By Theorem 2.4,127

we have F (A) = n − 1. In DA we know every128

vertex has an indegree of either 1 or 0, and an129

arbitrary outdegree.130

Now consider an arbitrary vertex c in DA.131

We argue by way of contradiction. Suppose c132

in DAk has an indegree of more than 1, for ar-133

bitrary k ∈ N. This means there are at least134

2 paths of length k in DA from some arbitrary vertices leading to c. Let the vertices in one path135
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be denoted by the sequence u0, u1, ..., uk, such that there is a directed edge from ui to uj, where136

i = j − 1, and uk = c. Similarly, let the vertices in another path be denoted by the sequence137

{wb}kb=0, such that there is a directed edge from wi to wj, where i = j − 1, and wk = c. Let m be138

minimal where um = wm. Consider the digraph above.139

We observe that the vertex um = wm will have an indegree of 2 in DA. This is a contradiction140

since we said DA is an out-tree with all vertices having an indegree of 1 or 0. Hence there do not141

exist any vertices in DAk with an indegree of at least 2, so all vertices in DAk have an indegree of142

1 or 0. Thus, we have shown DAk is an out-forest with n vertices. Since DAk is an out-forest, then143

clearly it has at least 1 connected component. Denote the number of connected components in DAk144

as p ∈ N. By applying Theorem 2.4 twice, we have F (Ak) = n− p ≤ n− 1 = F (A), as desired.145

Corollary 2.6. Let DA be an adjacency digraph that is an out-forest with n vertices and p ∈ N146

connected components. Then DAk will also be an out-forest with p′ ∈ N connected components,147

where p′ ≥ p, and F (A) = n− p ≥ n− p′ = F (Ak).148

Proof. Let DA be an adjacency digraph that is an out-forest with n vertices and p ∈ N connected149

components. Applying Theorem 2.4, we know F (A) = n − p. We observe that each connected150

component in DA is disjoint from the other connected components by definition. So each of the p151

connected components (aka out-trees) in DA can be handled separately by applying the idea of block152

diagonal matrices. Let DAi
correspond to the ith out-tree in DA, where DA1∪DA2∪ ...∪DAp = DA.153

For each of these individual DAi
’s which are out-trees, we say they each have ni vertices, such that154

n1 +n2 + ...+np = n. By applying Theorem 2.5, we know for any DAi
, F (Ak

i ) = ni− bi ≤ ni− 1 =155

F (Ai), where bi ∈ N denotes the number of out-trees in DAk
i
, such that bi ≥ 1. By combining this156

information for all DAi
’s, we have F (Ak) =

∑p
i=1 F (Ak

i ) =
∑p

i=1 ni −
∑p

i=1 bi = n − p′ ≤ n − p =157

F (A), where p′ =
∑p

i=1 bi ≥ p, as desired.158

Theorem 2.7. Let k ∈ N. Let DA be an adjacency digraph that is an out-forest (similarly an in-159

forest) with n vertices and p connected components. Then F (Ak) ≥ F (Ak+1), and so the sequence160

{F (Ak)}∞k=1 is monotonically decreasing161

Proof. Let n, p, k ∈ N. Let DA be an adjacency digraph that is an out-forest with n vertices and p162

connected components. From Corollary 2.6, we know that DAk and DAk+1 are also out-forests. We163

have that every vertex has an indegree of 1 or 0 in DAk and DAk+1 . Consider an arbitrary vertex x164

in DAk+1 . We examine the following cases regarding x:165

(Case 1) x has an indegree of 1 in DAk+1 .166

(Case 1a) x has an indegree of 0 in DAk . Since x has an indegree of 1 in DAk+1 , then there exists167

a path of length k + 1 from some vertex a to x and another path of length k from some vertex b to168

x, so this case is impossible. (Case 1b) x has an indegree of 1 in DAk . By the logic of Case1a, this169

case is possible.170

(Case 2) x has an indegree of 0 in DAk+1 .171

(Case 2a) x has an indegree of 0 in DAk . This case is possible trivially. (Case 2b) x has an172

indegree of 1 in DAk . Since x has an indegree of 0 in DAk+1 , there exists no path of length k + 1173

from some vertex a to x. However, there can exist a path of length k from some vertex b to x,174

as shown in the digraph here, so this case is possible. DA (normal arrows), DAk (thicker arrow)175

a b // 2:... // ... // x176
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Since DAk and DAk+1 are out-forests, we need not consider vertices having an indegree higher177

than 1. We have that every vertex with an indegree of 1 in DAk+1 will also have exactly an indegree178

of 1 in DAk . Note that the number of vertices with an indegree of 1 in DAk+1 is exactly F (Ak+1).179

We also note that an arbitrary vertex in DAk+1 with an indegree of 0 can have an indegree of 0180

or 1 in DAk . We denote the number of vertices which have an indegree of 0 in DAk+1 but have an181

indegree of 1 in DAk as q ∈ N0. Then F (Ak+1) ≤ F (Ak+1) + q = F (Ak). Thus, F (Ak) ≥ F (Ak+1),182

and so the sequence {F (Ak)}∞k=1 is monotonically decreasing. Observe that D(AT )k corresponds to183

an arbitrary in-forest. By Theorem 2.1, we have that for any k, F (Ak) = F ((AT )k), and so the184

sequence {F ((AT )k)}∞k=1 is also monotonically decreasing, as desired.185

Below is a theorem that shows the monotonicity of cycles.186

Theorem 2.8. If DA is an adjacency digraph that is a cycle of length n ∈ N, then {F (Ak)}∞k=1 = n187

Proof. This is obvious, no need for a proof.188

c1 // c2

��

1oo

c3

OO

2

OO

3oo

4

OO

5

OO

6oo

In the theorems below we will show that a digraph that is a cycle of arbi-189

trary size with the vertices of the cycle being the roots of out-trees or in-trees is190

monotonic. That is, there are directed rooted trees whose roots are ”planted”191

in the cycle. The trees connected to the cycle must be of the same kind, specif-192

ically all in-trees or all out-trees. A digraph example is shown to the right.193

Note that the total number of vertices in the two distinct in-trees is 6 (not194

including the cycle’s vertices), with c2 being the root of one of the in-trees,195

and with c3 being the root of the other in-tree.196

Theorem 2.9. Let DA be an adjacency digraph containing a cycle with the197

vertices of the cycle being the roots of in-trees (similarly out-trees). Let k ∈ N. Then the sequence198

{F (Ak)}∞k=1 is constant.199

Proof. Let k, p ∈ N and mi ∈ N0. Suppose we have a cycle with p vertices. Label the vertices200

of the cycle as {c1, c2, ..., cp}. Now suppose at each ci, we let there exist an in-tree (similarly an201

out-tree) connected to the cycle with ci being the root vertex. Denote the number of vertices in202

each in-tree (similarly out-tree) as mi, where the root vertex ci is not counted in mi. Denote the203

sum of all distinct in-tree (similarly out-tree) vertices to be m = m1 + m2 + ... + mp. Let DA be204

an adjacency digraph containing a cycle with the vertices of the cycle being the roots of in-trees as205

described above. In DA, note that every vertex has an outdegree of exactly 1. Then starting at any206

vertex in DA, there is a unique path of length k leading to another vertex in DA. This means that207

in DAk , every vertex has an outdegree of exactly 1. Since there are p + m total vertices, we have208

F (Ak) = p + m, and so the sequence {F (Ak)}∞k=1 is constant. Observe that DAT is an adjacency209

digraph that is a cycle with the vertices of the cycle being the roots of out-trees as described earlier210

in the proof. By Theorem 2.1, we have that for any k, F (Ak) = F ((AT )k), and so the sequence211

{F ((AT )k)}∞k=1 = p + m, as desired.212

The following definition refers to the process of vertex identification (which is the same as edge213

contraction without needing an edge between two vertices, see [6] for more information). By using214

vertex identification, we can determine the number of edges in a larger digraph by considering215

another similar digraph whose components are the similar digraph’s subgraphs, whose number of216

edges we know to be monotonic from previous research.217
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Definition 2.10. Let k ∈ N. In a digraph Dk, vertex identification is the replacement of two218

distinct vertices u and v (within distinct components) with a single vertex w such that the edges219

incident to w are the edges that were incident with u and v. For brevity, we can denote the subgraphs220

corresponding to the distinct components of Dk as Dk
1 and Dk

2 , calling them component subgraphs of221

Dk, such that Dk
1∪Dk

2 = Dk. We denote the resulting graph after vertex identification (remembering222

to remove any duplicate loops) as G. If u and v are both sources (or sinks), we call G = C(Dk
1 , D

k
2)223

the compound digraph of Dk, and if both vertices also have a loop, we call G = CL(Dk
1 , D

k
2) the224

compound loop digraph of Dk. In this specific case, we refer to Dk
1 and Dk

2 as component loop225

subgraphs of Dk. The vertices u and v must both have a loop or both not have a loop in Dk
1 and Dk

2 .226

An example that uses the definition above is seen in the chart below. Here we have a digraph227

Dk with vertices u and v (both sinks) in distinct components, that can be ”combined” using vertex228

identification into the compound digraph C(D1, D2), where D1, D2 are component subgraphs of D.229

For the example below, let Ak and C(A1, A2)
k be the adjacency matrices corresponding to Dk and230

C(D1, D2)
k respectively.231 

k = 1 k = 2 k = 3 ... k ≥ 3

Dk

x [[ // u

v

y // z

OO

x [[ // u

v

y

GG

z

x [[ // u

v

y z

...

x [[ // u

v

y z

C(D1, D2)
k

x [[ // w

y // z

OO x [[ // w

y

GG

z

x [[ // w

y z

...

x [[ // w

y z

F (A) = 4 F (A2) = 3 F (A3) = 2 ... F (Ak) = 2
F (C(A1, A2)) = 4 F (C(A1, A2)

2) = 3 F (C(A1, A2)
3) = 2 F (C(A1, A2)

k) = 2



232

This example gleans to us some intuition on how we should use the definition of compound233

digraphs. For instance, suppose we have a digraph C(D1, D2) that has a sink or a source at some234

vertex w. Now computing C(D1, D2)
2, C(D1, D2)

3,... may be too cumbersome to do with a larger235

digraph. This makes it difficult to determine the monotonicity of the adjacency matrix correspond-236

ing to C(D1, D2). So, what if we instead considered a digraph D with two distinct components that237

when ”combined” create the compound digraph C(D1, D2). It likely will be easier to determine238

the monotonicity of the adjacency matrices corresponding to the component subgraphs D1 and D2,239

especially since in [2] and [9] we have that digraphs with 4 or less edges maintain monotonicity in240

almost all cases. Letting Ak
1, Ak

2, and C(A1, A2)
k be the adjacency matrices corresponding to Dk

1 ,241

Dk
2 , and C(D1, D2)

k respectively, if we could show F (Ak
1)+F (Ak

1) = F (C(A1, A2)
k), then when pre-242

sented with a compound digraph with a source or a sink, we could simply examine the component243

subgraphs of the similar digraph D to determine monotonicity. The following theorems together244

prove this.245

We let Ak, Ak
1, Ak

2, C(A1, A2)
k, and C(Ak

1, A
k
2) be the adjacency matrices corresponding to the246

digraphs Dk, Dk
1 , Dk

2 , C(D1, D2)
k, and C(Dk

1 , D
k
2) respectively for the following theorems.247

Theorem 2.11. Let k ∈ N. Suppose we have an adjacency digraph Dk with two component adja-248

cency subgraphs Dk
1 and Dk

2 . Then F (Ak) = F (Ak
1) + F (Ak

2) = F (C(Ak
1, A

k
2)).249
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Proof. This is obvious, no need for a proof.250

Theorem 2.12. Let k ∈ N. Suppose we have a digraph D with two component subgraphs D1 and251

D2. Then C(Dk
1 , D

k
2) = C(D1, D2)

k.252

Proof. Let k ∈ N. Suppose we have a digraph D with two component subgraphs D1 and D2. Let253

D1 = (V1, E1) and D2 = (V2, E2). Let u ∈ V1 and v ∈ V2 be vertices which are both sinks or both254

sources. Consider the vertex sets and edge sets of C(Dk
1 , D

k
2) and C(D1, D2)

k. The vertex sets of255

C(Dk
1 , D

k
2) and C(D1, D2)

k are equal trivially.256

(Proving the edge sets of C(Dk
1 , D

k
2) and C(D1, D2)

k are equal) [Edge set of C(Ak
1, A

k
2)] By the257

definition of the component subgraphs D1 and D2. we have that their edge sets E1 and E2 are258

disjoint. Then there is no path of any length leading from some vertex in V1 to another vertex259

in V2. Take D1 and D2 to the kth power. Let E ′1 and E ′2 denote the edges sets of Dk
1 and Dk

2260

respectively. We find the compound digraph of Dk, namely C(Dk
1 , D

k
2), letting w be the vertex in261

C(Dk
1 , D

k
2) which replaced u and v. The edge set of C(Dk

1 , D
k
2), denote it as E ′, is the union of262

E ′1 and E ′2, but for all ordered pairs in E ′1 and E ′2 that contain u and v respectively, we replace u263

and v with w. [Edge set of C(D1, D2)
k] Taking our component subgraphs D1 and D2, we find the264

compound digraph of D, namely C(D1, D2), letting w be the vertex in C(D1, D2) which replaced265

u and v. We specified that u and v were both sources or were both sinks, so the vertex w must266

be a source or a sink. Since w is a source or a sink in C(D1, D2), it is impossible for a path of267

length k to go from some vertex in V1 \ {u} to a vertex in V2 \ {v}, and vice versa. Then we have268

that the only paths of length k from some vertex r in C(D1, D2) to some vertex s in C(D1, D2) are269

contained within the subset (V1 \ {u})∪ {w} or within the subset (V2 \ {v})∪ {w}. Examining this270

statement, it correlates to the union of the edge sets E ′1 and E ′2 as defined earlier. So, the edge set271

of C(D1, D2)
k is E ′.272

Thus we have shown that the vertex and edge sets of C(Dk
1 , D

k
2) and C(D1, D2)

k are equal.273

Hence C(Dk
1 , D

k
2) = C(D1, D2)

k, as desired.274

Corollary 2.13. Let k ∈ N. Suppose we have an adjacency digraph D with two component adja-275

cency subgraphs D1 and D2. Then F (Ak) = F (Ak
1) + F (Ak

2) = F (C(A1, A2)
k).276

Proof. Follows directly from combining Theorems 2.11 and 2.12.277

Corollary 2.14. Let k ∈ N. Suppose we have an adjacency digraph D with two component adja-278

cency subgraphs D1 and D2. If the sequences {F (Ak
1)}∞k=1 and {F (Ak

2)}∞k=1 are both monotonically279

decreasing (similarly both monotonically increasing), then the sequence {F (C(A1, A2)
k)}∞k=1 will be280

monotonically decreasing (similarly monotonically increasing).281

Proof. Let k ∈ N. Suppose we have an adjacency digraph D with two component adjacency282

subgraphs D1 and D2, and the sequences {F (Ak
1)}∞k=1 and {F (Ak

2)}∞k=1 are both monotonically283

decreasing. Then F (Ak
1) ≥ F (Ak+1

1 ) and F (Ak
2) ≥ F (Ak+1

2 ). Applying Corollary 2.13 twice, we284

have F (C(A1, A2)
k) = F (Ak

1) + F (Ak
2) ≥ F (Ak+1

1 ) + F (Ak+1
2 ) = F (C(A1, A2)

k+1), as desired.285

Similarly, we have F (C(A1, A2)
k) = F (Ak

1) + F (Ak
2) ≤ F (Ak+1

1 ) + F (Ak+1
2 ) = F (C(A1, A2)

k+1) if286

the sequences {F (Ak
1)}∞k=1 and {F (Ak

2)}∞k=1 are both monotonically increasing, as desired.287

Now, we consider an example that uses the definition of a compound loop digraph. In the288

chart below we have a digraph D with two component loop subgraphs, D1 and D2, that can be289
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”combined” using vertex identification into the compound loop digraph CL(D1, D2) of D. For290

the example below, let Ak and CL(A1, A2)
k be the adjacency matrices corresponding to Dk and291

CL(D1, D2)
k respectively.292 

k = 1 k = 2 k = 3 ... k ≥ 3

Dk

x uoo
cc

v cc

��
y
��

zoo

x uoo
cc

v cc

����
y
��

zoo

x uoo
cc

v cc

����
y
��

zoo

...

x uoo
cc

v cc

����
y
��

zoo

CL(D1, D2)
k

x woo

��

cc

y
��

zoo

x woo

��~~

cc

y
��

zoo

x woo

��~~

cc

y
��

zoo

...

x woo

��~~

cc

y
��

zoo

F (A) = 6 F (A2) = 7 F (A3) = 7 ... F (Ak) = 7
F (CL(A1, A2)) = 5 F (CL(A1, A2)

2) = 6 F (CL(A1, A2)
3) = 6 F (CL(A1, A2)

k) = 6



293

Similar to compound digraphs, utilizing compound loop digraphs allows us to more easily de-294

termine the monotonicity of a compound loop digraph CL(D1, D2). The one key difference is that295

when the component loop subgraphs are ”combined,” the two loops become one in the compound296

loop digraph, causing there to be a difference of exactly one edge. We let Ak
1, Ak

2, and CL(A1, A2)
k

297

be the adjacency matrices corresponding to the digraphs Dk
1 , Dk

2 , and CL(D1, D2)
k respectively for298

the following theorem.299

Theorem 2.15. Let k ∈ N. Suppose we have an adjacency digraph D with two component loop300

adjacency subgraphs D1 and D2. If the sequences {F (Ak
1)}∞k=1 and {F (Ak

2)}∞k=1 are both monoton-301

ically decreasing (similarly both monotonically increasing), then the sequence {F (CL(A1, A2)
k)}∞k=1302

will be monotonically decreasing (similarly monotonically increasing).303

Proof. (Since the proof leading to this theorem is so similar to the culmination of proofs from304

Theorems/Corollaries 2.11 - 2.14, we do not write out the full proof here.)305

3 Classification of cases306

The theorems proved above allow us to not have to consider certain digraph cases. Presented below307

are theorems found in [2] that will help us prove monotonicity for our cases:308

Definition 3.1. Let k,m ∈ N. We say that a zero-one matrix A is k-periodic starting at m if309

Am = Am+k.310

Theorem 3.2. Let the zero-one matrix A be k-periodic starting at m for some k,m ∈ N with311

F (Am) = F (Am+1) = · · · = F (Am+k−1). Then {F (An)}∞n=m is constant.312

Definition 3.3. Let k > 0. We say that a zero-one matrix A is k-stable if A is 1-periodic starting313

at k.314

Corollary 3.4. Let A be a k-stable zero-one matrix. Then {F (An)}∞n=k is constant.315

9



We will now create a key that will describe why we found the number of edges in each digraph316

case to be monotonic. The cases that are already shown to be monotonic due to the theorems listed317

above will not be included below for the sake of brevity. Below are our classifications of cases: we318

found (through direct computation) that the number of edges for a particular adjacency digraph319

was monotonic because its corresponding adjacency matrix A eventually...320

I is k-periodic starting at m for some k,m ∈ N with F (Am) = F (Am+1) =... = F (Am+k+1), so321

we have that the sequence {F (An)}∞n=m is constant by Theorem 3.2. We also found for the322

digraph that {F (An)}(m−1)n=1 is monotonic. Combining, we have that {F (An)}∞n=1 is monotonic.323

II is k-stable, with k ∈ N. Then we have that the sequence {F (An)}∞n=k is constant by Corollary324

3.4. We also found for the digraph that {F (An)}(k−1)n=1 is monotonic. Combining, we have that325

{F (An)}∞n=1 is monotonic.326

III becomes the zero-matrix at some Ak, with k ∈ N. We also found for the digraph that the327

sequence {F (An)}kn=1 is monotonic decreasing. Thus, we have {F (An)}∞n=1 is monotonically328

decreasing.329

We now must find all of the adjacency digraph cases with exactly 5 directed edges. Below is our330

methodology for finding such cases:331

332

Step 1: Let’s assume our graphs: (1) are undirected, (2) have at most 2 edges between any two333

vertices, (3) have no loops, (4) have every vertex having degree at least 2, and (5) have at most 5334

edges.335

Step 2: List all graphs that fall into the above category. Note one of these graphs will have no336

vertices (call this graph X).337

Step 3: For graph X, we list graphs with an undirected tree with (a) 5 edges, (b) 4 edges, (c) 3338

edges, (d) 2 edges, (e) and 1 edge. We also list graphs with (f) no undirected tree. Once we have339

these graphs, add disjoint undirected trees (that do not share vertices with the existing tree in each340

graph) to have at most 5 edges. List these graphs. Now skip to Step 5, performing Step 5 for all341

these graphs resulting from the original graph X.342

Step 4: Once we have the graphs from Step 4 (not including graph X), add undirected trees (either343

to existing vertices or by creating disjoint undirected trees), to have at most 5 edges. List these344

graphs.345

Step 5: Once we have those, we add enough loops (either to existing vertices or creating new disjoint346

vertices) to get up to 5 edges. List these graphs.347

Step 6: Once we have all these graphs, make them directed and test all varying indegree and348

outdegree for vertices.349

The above methodology lists all the digraph cases with 5 directed edges. In the cases shown350

below, we do not include cases we know maintain monotonicity from our theorems in Section 2.351

3.1 Cases exhibiting k-periodicity for some Ak (Classification I)352

All the adjacency digraphs below meet the requirements of Classification I. For instance, the adja-353

cency digraph DA at the end of the third row has (through direct computation) A2 = A4, A3 = A5,354
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F (A) = 5, F (A2) = 4, and F (A3) = 4. From Theorem 3.2, the sequence {F (An)}∞n=1 is monotoni-355

cally decreasing.356

357 
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358

3.2 Cases becoming k-stable for some Ak (Classification II)359

All the adjacency digraphs below meet the requirements of Classification II. For instance, the360

adjacency digraph DA at the fifth entry of the first row has A becoming (through direct computation)361

6-stable. Also, the sequence {F (An)}6n=1 is monotonic increasing. From Corollary 3.4, the sequence362

{F (An)}∞n=1 is monotonically increasing.363
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364

3.3 Cases becoming the zero matrix at some Ak (Classification III)365

All the adjacency digraphs below meet the requirements of Classification III. For instance, the366

adjacency digraph DA at the first entry of the first row has (through direct computation) A5
367

becoming the zero-matrix. Also, the sequence {F (An)}5n=1 is monotonically decreasing. From368

Corollary 3.4, the sequence {F (An)}∞n=1 is monotonically decreasing.369
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370

Cases that were not listed above have already been proved to be monotonic due to past papers371

and our theorems.372

4 Non-monotonic Cases / Conclusion373

Through direct computation, we found that the digraph cases listed below corresponding to adja-374

cency matrices have the sequence {F (An)}∞n=1 being non-monotonic. For instance, the adjacency375

digraph DA at the last entry of the third row has A = A3, A2 = A4, F (A) = 5, and F (A2) = 7.376

Then A is 2-periodic starting at 1 and 2. Then, we have {F (A2k+1)}∞k=0 = 5 6= 7 = {F (A2k)}∞k=1.377

Hence, we have the sequence {F (Ak)}∞k=1 is non-monotonic as the number of positive entries in our378

adjacency matrix oscillates between 5 and 7.379

Theorem 4.1. Let k ∈ N. Suppose we have a square 0-1 matrix A with F (A) = 5. Then the380

sequence {F (Ak)}∞k=1 is monotonic unless DA is one of the following digraphs:381

382
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Proof. Assume A is also an adjacency matrix for a digraph DA. We prove by cases:384

(Case 1) Assume DA is an out-forest or an in-forest with an arbitrary number of connected compo-385

nents. Then by Theorem 2.7 we have that F (Ak) ≥ F (Ak+1), meaning the sequence is monotonically386

decreasing.387

(Case 2) Assume DA is a cycle of length 5. Then by Theorem 2.8, the sequence {F (Ak)}∞k=1 = 5.388

(Case 3) Assume DA is a cycle with the vertices of the cycle being the roots of in-trees (similarly389

out-trees) as described in the proof of Theorem 2.9. Then by Theorem 2.9, we have the sequence390

{F (Ak)}∞k=1 is constant.391

The next two cases rely primarily on how we know the monotonicity of matrices corresponding392

to digraphs with 4 edges or less are almost all monotonic.393

(Case 4) Assume DA is a compound digraph C(D1, D2) for a digraph D that can be formed by two394

component subgraphs, D1 and D2, of D. We let Ak
1, Ak

2, and C(A1, A2)
k be the adjacency matrices395

corresponding to the digraphs Dk
1 , Dk

2 , and C(D1, D2)
k respectively. Then by Corollary 2.14, if we396

know the sequences {F (Ak
1)}∞k=1 and {F (Ak

2)}∞k=1 are both monotonically decreasing (similarly both397

monotonically increasing), then the sequence {F (C(A1, A2)
k)}∞k=1 will be monotonically decreasing398

(similarly monotonically increasing).399

(Case 5) Assume DA is a compound loop digraph CL(D1, D2) for a digraph D that can be formed400

by two component loop subgraphs, D1 and D2, of D. We let Ak
1, Ak

2, and CL(A1, A2)
k be the401

adjacency matrices corresponding to the digraphs Dk
1 , Dk

2 , and CL(D1, D2)
k respectively. Then402

by Theorem 2.15, if we know the sequences {F (Ak
1)}∞k=1 and {F (Ak

2)}∞k=1 are both monotonically403

decreasing (similarly both monotonically increasing), then the sequence {F (CL(A1, A2)
k)}∞k=1 will404

be monotonically decreasing (similarly monotonically increasing).405

(Case 6) For all other cases that are not covered by the previous cases, we prove with side calcula-406

tions. These cases and the methodology for finding them are listed in Section 3 of this paper.407

In all cases, we get the desired result.408
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